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Abstract—To realize the harmonious cooperation with the operator, the man-machine cooperative system must be designed so as to accommodate with the characteristics of the operator’s skill. One of the important considerations in the skill analysis is to investigate the switching mechanism underlying the skill dynamics. On the other hand, the combination of the feedforward and feedback schemes has been proved to work successfully in the modeling of human skill. In this paper, a new stochastic switched skill model for the sliding task, wherein a minimum jerk motion and feedback schemes are embedded in the different discrete states, is proposed. Then, the parameter estimation algorithm for the proposed switched skill model is derived. Finally, some advantages and applications of the proposed model are discussed.

I. INTRODUCTION

The man-machine cooperative system is attracting great attention in many fields, such as manufacturing, medicine, welfare and so on. To realize the harmonious cooperation with the operator, the assisting system must be designed so as to accommodate with the characteristics of the operator’s skill.

Authors have developed the human skill model based on a hybrid dynamical system modeling under the consideration that the operator appropriately switches some simple motion control laws instead of adopting the complex nonlinear motion control law [1][2]. In [1], the positioning task was particularly focused on and considered as the reaching task with precise adjustment. This task was identified as the variable gain feedback control based on the hybrid system framework[3].

From the viewpoint of biology or computational neuroscience, there are number of studies indicating that the feedforward control is dominant in the voluntary movements[4][5]. A reaching movement is considered to be achieved by a combination of trajectory planning, such as the minimum jerk trajectory[6][7][8], and the inverse dynamics to realize the trajectory[9]. On the other hand, it is also reported that the feedback information, such as the visual information, is necessary to accomplish the precise control[10]. Therefore, the combination of the feedforward and feedback schemes seems natural, however, it is unlikely that the human always activate both the feedforward and feedback schemes simultaneously. It seems more natural that the feedforward and feedback schemes are switched smoothly according to the progress of the task. From this viewpoint, this paper proposes a new stochastic switched skill model for the sliding task wherein the feedforward and feedback schemes are embedded in the different discrete states (FF/FB switched skill model).

In particular, in the discrete state of the feedforward scheme, a minimum jerk motion[8] is embedded, while in the discrete state of the feedback scheme, a standard linear feedback control law is embedded. Then, the parameter estimation algorithm for the proposed FF/FB switched model is derived. One of the promising applications of the proposed model is the estimation of the switching condition from the feedforward to feedback scheme based only on the observed data. The estimated switching condition can be exploited for the design of the switched assisting controller wherein the assisting mode is switched according to the change of the operators control mode. Furthermore, the proposed model can be exploited for the skill recognition which is available for the analysis of experience, skillfulness, and so on.

II. SLIDING TASK AND DATA ACQUISITION

Throughout this paper, the sliding task shown in Figs.1 and 2 is considered. The developed system consists of one d.o.f. linear slider controlled by the impedance control. The impedance parameters were set as follows; the mass \( M \), the damping \( D \) and the stiffness \( K \) were set to be 5[kg], 10[Ns/m] and 0[N/m], respectively. These parameters were found by try and error. The force sensor is attached on the slider head to detect the examinee’s force which is used for the impedance control. The position \( x_1 \), the velocity \( \dot{x}_1 \) and the acceleration \( \ddot{x}_1 \) of the slider head are observed every 200[\mu sec] and used for the skill modeling. The examinee was requested to manipulate the grip toward the target position (origin), and to stop it in the range of -3[mm] to 3[mm]. This positioning accuracy requires the feedback control scheme in the operator’s action. The moving distance was set to be 400[mm]. In this experiment, twenty trials have been made by three examinees. As an example, one of the profiles of the examinee A is shown in Fig. 3. The horizontal axis represents the time and the vertical axes represent the position, velocity and acceleration, respectively.

III. FF/FB SWITCHED SKILL MODEL

A. Structure of proposed model

For the sliding task shown in Section II, it is quite natural to consider that this task is achieved by both the feedforward scheme and the feedback control scheme. In the early part of the task, the feedforward scheme must be dominant...
because the operator does not have to be conscious of the final positioning. Since the feedforward scheme includes the generation of the reference trajectory, a motion optimized under some cost function must be adopted as the feedforward scheme. On the other hand, in the latter part of the task, the feedback control scheme must be dominant to accomplish the precise positioning. In order to verify this scenario, we introduce a new stochastic switched skill model wherein the feedforward and feedback schemes are embedded in the different discrete states. A state transition diagram of the proposed model is shown in Fig. 4. This model has three discrete states. The feedforward model is assigned to the state 1, and the different feedback models are assigned to the states 2 and 3, respectively. Because the transition from feedforward scheme to feedback scheme should be smooth enough, the state 2 is provided to express the transient mode. The switching between modes are specified by the transition probabilities $a_{ij}$.

As the feedforward scheme, the Minimum Hand Jerk Motion (MHJM)[8] is considered. The MHJM is defined as the motion which yields a minimum integral of the absolute velocity and acceleration profiles of the motion are automatically derived under the condition of $\dot{x}_0 = 0$, $\ddot{x}_0 = 0$, $x_0 = 0$ and $x_{tf} = x_f$ as follows:

$$x_t = x_f(15\tau^4 - 6\tau^5 - 10\tau^3)$$  
\(\frac{dx_t}{dt} = \dot{x}_f = \frac{x_f}{t_f}(60\tau^3 - 30\tau^4 - 30\tau^2)\)  
\(\frac{d^2x_t}{dt^2} = \ddot{x}_t = \frac{x_f}{t_f^2}(180\tau^2 - 120\tau^3 - 60\tau)\)  
\(\int_0^{t_f} dx = \int_0^{t_f} \left(\frac{d^2x_t}{dt^2}\right) dx \)  

Here, $\tau = t/t_f$. $t_f$ is the task time and $x_f$ is a moving distance of the hand. The resulting velocity profile is called the bell-shaped velocity profile. On the other hand, the feedback control scheme is represented by the linear feedback controller model using the position and the velocity of the grip as the feedback information.

Furthermore, the feedback control scheme is divided into two discrete states because the human operator seems to change the control parameters in the feedback scheme, that is, to change from rough control to precise control. This leads to the switched model shown in Fig. 4.

Now, the proposed model is formally described as follows:

**Regressor vector**

$$r_t = [t \ x_{t-1} \ \dot{x}_{t-1}]^T$$

$$= [r_{1,t} \ r_{2,t} \ r_{3,t}]^T$$  

**Output signal**

$$y_t = \ddot{x}_t, \quad (6)$$

**Skill model**

$$P(s_t = S_j|s_{t-1} = S_i) = a_{ij}, \quad (7)$$

$$y_t = F_i(r_t, \theta_i) + e_{i,t} \quad \text{if} \ s_t = S_i \ (i = 1, 2, 3) \quad (8)$$

where

$$F_1(r_t, \theta_1) = \theta_{1,1}(180r_{1,t}^2 - 120r_{1,t}^3 - 60r_{1,t})$$

$$F_2(r_t, \theta_2) = \theta_{2,1}r_{2,t} + \theta_{2,2}r_{3,t}, \quad (9)$$

$$F_3(r_t, \theta_3) = \theta_{3,1}r_{2,t} + \theta_{3,2}r_{3,t} \quad (10)$$

**Fig. 4.** FF/FB Switched skill model (3 states).
As follows: First of all, the observed signal occurrence probability are defined for the proposed model. Three fundamental problems must be addressed for the proposed model. We denote the set of parameters in the FF/FB switched skill model by \( \lambda = (\pi_i, a_{ij}, \theta_i, \sigma_i) \).

### B. Three fundamental problems

To address several fundamental problems that are necessary for the skill analysis, the observed signal and its occurrence probability are defined for the proposed model as follows: First of all, the observed signal \( o_{l,t} \) at time \( t \in \{0, 1, \ldots, T\} \) is defined as the combination of the output \( y_{l,t} \) and the regressor \( r_{l,t} \), that is, \( o_{l,t} = (y_{l,t}, r_{l,t}) \) where \( T \) is the length of the observed sequence and \( l \) is the index of the observed sequence, i.e., the index of trial. Then, its occurrence probability \( b_i(o_{l,t}) \) is defined by assumption of the Gaussian distribution of the equation error, and is given by

\[
b_i(o_{l,t}) = \frac{1}{\sqrt{2\pi \sigma_i^2}} \exp \left\{ -\frac{(F_i(r_{l,t}, \theta_i) - y_{l,t})^2}{2\sigma_i^2} \right\}.
\]

(12)

The definitions of parameters are listed in the following:

- \( S_i \): Discrete state \( (i = 1, 2, 3) \)
- \( a_{ij} \): State transition probability \( (i = 1, 2, 3; j = 1, 2, 3) \)
- \( \pi_i \): Initial state probability \( (i = 1, 2, 3) \)
- \( \theta_i \): Parameters in dynamical model assigned to \( S_i \) \( (i = 1, 2, 3) \) \( (\theta_{i,1} = x_f, \theta_{i,2} = t_f, \theta_{2,1}, \theta_{2,2}, \theta_{3,1} \) and \( \theta_{3,2} \) are feedback gains).
- \( \sigma_i \): Variance of equation error \( e_{i,t} \) in dynamical model assigned to \( S_i \) \( (i = 1, 2, 3) \)

We denote the set of parameters in the FF/FB switched skill model by \( \lambda = (\pi_i, a_{ij}, \theta_i, \sigma_i) \).

### C. Parameter estimation based on EM algorithm

The solution for the evaluation problem and the decoding problem are almost same as ones for the standard Hidden Markov Model (HMM). The parameter estimation algorithm for the proposed FF/FB skill model, however, is not straightforward extension from the one for the standard HMM. In this section, the parameter estimation algorithm for the proposed model is derived based on the Expectation and Maximization (EM) algorithm.

1) **EM algorithm**

First of all, we consider an unobservable state sequence \( s_l = (s_l,0, s_l,1, \ldots, s_l,t, \ldots, s_l,T) \) and the observable signal sequences \( O_l = (o_{l,0}, o_{l,1}, \ldots, o_{l,t}, \ldots, o_{l,T}) \) where \( l \) represents the index of the observed signal sequence at \( l \)th trial.

Since the state sequence \( s \) is unobservable, the maximization of the likelihood value of \( s \) and \( O_l \), \( \sum_{l=1}^{L} \mathcal{L}(s_l, O_l; \lambda) = \sum_{l=1}^{L} P(s_l, O_l|\lambda) \), is not directly tractable (\( L \) is the number of trials). In the EM algorithm, instead of the optimization of the likelihood value itself, the expected value of the log-likelihood \( \Gamma \) over the unobservable state sequence \( s \) is locally optimized by the iterative procedure. \( \Gamma \) is given by

\[
\Gamma = \sum_{l=1}^{L} E \left[ \log \left\{ P(s, O_l|\lambda) \right\} \right].
\]

(14)

Suppose that the initial parameters of the model is given by \( \lambda = (\pi_i, a_{ij}, \theta_i, \sigma_i) \), the EM algorithm tries to find the new parameter \( \lambda' \) which maximizes the following \( Q \) function:

\[
Q(\lambda, \lambda') = \sum_{l=1}^{L} E \left[ \log \left\{ P(s, O_l|\lambda') \right\} | O_l, \lambda \right] \]

(15)

\[
= \sum_{l=1}^{L} \sum_{s} P(s|O_l, \lambda) \log \left\{ P(s, O_l|\lambda') \right\}
\]

(16)

By using the definition

\[
P(s, O_l|\lambda) = \pi_{s_0} b_{s_0}(s_{0,0}) \times a_{s_0,s_1} b_{s_1}(s_{1,1}) \times a_{s_1,s_2} b_{s_2}(s_{2,2}) \times \cdots \times a_{s_{T-1},s_T} b_{s_T}(s_{T,T}),
\]

(17)

the \( Q(\lambda, \lambda') \) can be decomposed as follows:

\[
Q(\lambda, \lambda') = Q_1(\lambda, \pi_i') + Q_2(\lambda, a_{ij}') + Q_3(\lambda, (\theta_i', \sigma_i'))
\]

(18)

Here introducing the forward probability \( \alpha(l, i, t) \) and backward probability \( \beta(l, i, t) \) defined as follows,

\[
\alpha(l, i, t) = \sum_{s_0=1}^{3} \sum_{s_1=1}^{3} \cdots \sum_{s_{t-1}=1}^{3} \pi_{s_0} b_{s_0}(o_{l,0}) \times a_{s_0,s_1} b_{s_1}(o_{l,1}) \times \cdots \times a_{s_{t-1},s_t} b_{s_t}(o_{l,t})
\]

(19)

\[
\beta(l, i, t) = \sum_{s_{t+1}=1}^{3} \sum_{s_{t+2}=1}^{3} \cdots \sum_{s_T=1}^{3} a_{s_t,s_{t+1}} b_{s_{t+1}}(o_{l,t+1}) \times a_{s_{t+1},s_{t+2}} b_{s_{t+2}}(o_{l,t+2}) \times \cdots \times a_{s_{T-1},s_T} b_{s_T}(o_{l,T})
\]

(20)
equation (18) is rewritten as follows:

\[
Q_1(\lambda, \pi'_i) = \sum_{l=1}^{L} \sum_{i=1}^{3} k_l \pi_i b_l(o_{i,0}) \log \{\pi'_i\} \beta(l, i, 0) \tag{21}
\]

\[
Q_2(\lambda, a'_{ij}) = \sum_{l=1}^{L} \sum_{t=1}^{T} \sum_{i=1}^{3} \sum_{j=1}^{3} k_l \log \{a'_{ij}\} \times \alpha(l, i, t-1) a_{ij} b_j(o_{i,t}) \beta(l, j, t) \tag{22}
\]

\[
Q_3(\lambda, (\theta'_i, \sigma'_i)) = \sum_{l=1}^{L} \sum_{i=1}^{T} \sum_{k=1}^{3} k_l \log \{b'_l(o_{i,t})\} \times \alpha(l, i, t) \beta(l, i, t) \tag{23}
\]

The meaning of \(\alpha(l, i, t)\) is the probability for the model \(\lambda\) to generate the \(l\)th observed signal subsequence \(O_l = (o_{i,0}, o_{i,1}, \ldots, o_{i,t})\) until \(t\) and reach the state \(S_l\) at \(t\) (i.e. \(s_t = S_l\)). Also, the meaning of \(\beta(l, i, t)\) is the probability for the model \(\lambda\) to generate the \(l\)th observed signal subsequence \(O_l = (o_{i,t+1}, o_{i,t+2}, \ldots, o_{i,T})\) starting from \(S_l\) at \(t\) (i.e. \(s_t = S_l\)) and reach the final state at \(T\).

In summary, the following procedure is executed iteratively to maximize \(\Gamma\):

1. Specify an initial parameter \(\lambda = \lambda_0\).
2. Find the \(X'\) which maximizes the \(Q(\lambda, X')\), can be obtained by solving the following equations:

\[
\frac{\partial Q_1}{\partial \pi'_i} = 0 \quad \frac{\partial Q_2}{\partial a'_{ij}} = 0 \quad \frac{\partial Q_3}{\partial \theta'_i} = 0 \quad \frac{\partial Q_3}{\partial \sigma'_i} = 0 \tag{24}
\]

The resulting parameter update laws of \(\pi_i\) and \(a_{ij}\) are given as follows:

\[
\pi'_i = \frac{\sum_{l=1}^{L} k_l \pi_i b_l(o_{i,0}) \beta(l, i, 0)}{\sum_{l=1}^{L} \sum_{i=1}^{3} k_l \pi_i b_l(o_{i,0}) \beta(l, i, 0)} \tag{25}
\]

\[
a'_{ij} = \frac{\sum_{l=1}^{L} \sum_{t=1}^{T} k_l \alpha(l, i, t-1) a_{ij} b_j(o_{i,t}) \beta(l, j, t)}{\sum_{l=1}^{L} \sum_{t=1}^{T} \sum_{j=1}^{3} k_l \alpha(l, i, t-1) a_{ij} b_j(o_{i,t}) \beta(l, j, t)} \tag{26}
\]

Furthermore, the parameter update laws of \(\theta_2, \theta_3, \sigma_2\) and \(\sigma_3\) are obtained by the following weighted least mean square solution:

\[
\theta'_i = \left\{ \sum_{t=0}^{T} \sum_{l=1}^{L} k_l \psi_{i,t} \psi_{i,t}^T \alpha(l, i, t) \beta(l, i, t) \right\}^{-1} \times \left\{ \sum_{t=0}^{T} \sum_{l=1}^{L} k_l \psi_{i,t} y_{i,t} \alpha(l, i, t) \beta(l, i, t) \right\} \tag{27}
\]

\[
\sigma_i^2 = \frac{\sum_{t=0}^{T} \sum_{l=1}^{L} k_l |\theta'_i|^2 \psi_{i,t}^2 y_{i,t}^2 \alpha(l, i, t) \beta(l, i, t)}{\sum_{t=0}^{T} \sum_{l=1}^{L} k_l \alpha(l, i, t) \beta(l, i, t)} \quad (i = 2, 3) \tag{28}
\]

On the other hand, the parameter update laws of \(\theta_1\) and \(\sigma_1\) cannot be obtained in an analytical form because the \(F_1\) is the nonlinear function of the parameters \(\theta_1\) and \(\sigma_1\). So our previous procedure could not overcome this problem. Therefore, the steepest descent optimization is applied in the maximization of the \(Q_3\) instead of solving \(\frac{\partial Q_3}{\partial \sigma'_i} = 0\) and \(\frac{\partial Q_3}{\partial \sigma'_i} = 0\). They are given by

\[
\theta'_i^{(k+1)} = \theta'_i^{(k)} + \gamma_1 \frac{\partial Q_3(\lambda(\theta'_i, \sigma'_i))}{\partial \theta'_i} \bigg|_{\theta'_i = \theta'_i^{(k)}} \tag{29}
\]

\[
\sigma_i^{(k+1)} = \sigma_i^{(k)} + \gamma_2 \frac{\partial Q_3(\lambda(\theta'_i, \sigma'_i))}{\partial \sigma'_i} \bigg|_{\sigma'_i = \sigma_i^{(k)}} \tag{30}
\]

By embedding this steepest descent optimization as for the parameters \(\theta'_i\) and \(\sigma'_i\) into the EM algorithm, the parameter \(\lambda\) is locally maximized.

IV. PARAMETER ESTIMATION RESULTS

In this section, the parameter estimation results are shown and discussed. 300 initial parameters are tested to find the semi-optimal solution. All twenty trials are used for the parameter estimation independently, and twenty sets of parameters were estimated as the result. An example of the estimated parameters is shown in Table I to Table III. Since the parameters \(\theta_1, \theta_2\) and \(\theta_3, \theta_2\) represent the moving distance \(x_f\) and task time \(t_f\) in the MHJL, the estimated \(\theta_1, \theta_2\) and \(\theta_3, \theta_2\) can be considered to represent the virtual moving distance and the task time caused by the virtual target point specified by the examinee. According to Table I, the examinee A seems to set the virtual moving distance to be about 0.35[m] from the starting point, and the virtual task time, 0.7[sec]. Table IV shows the estimated \(\theta_1, \theta_2\) of trials 1 to 10 of the examinee A. Although there is some variance in these parameters, all estimated parameters seem appropriate considering that the actual moving distance of the task is 0.4[m]. In addition, the observed output and the estimated output based on the model are shown in the upper figures in Fig. 5, Fig. 6 and Fig. 7. The lower figures show the estimated mode switching sequence found by the Viterbi algorithm. The model parameters used in Fig. 5, Fig. 6 and Fig. 7 are same as ones given in Table I, Table II and Table III, respectively. The solid vertical lines show the estimated switching time from the feedforward scheme (state 1) to the feedback scheme (state 2), and the dashed vertical lines show the estimated switching time between two feedback schemes. In upper figures, the estimated outputs agree well with the observed outputs in all examinees. Thus, the proposed model can capture the dynamical characteristics of the human skill well. Furthermore, the switching time from the feedforward scheme to the feedback scheme is estimated as 0.45[sec], 0.35[sec] and 0.79[sec] in Fig. 5, Fig. 6 and Fig. 7, respectively. This information will be useful for the design of the switched assisting controller of the human-machine cooperative system.

V. COMPARISON WITH OTHER SKILL MODELS

In the proposed skill model, the feedback and feedback schemes were synthesized together with the switching mechanism of them. In this section, to verify the validity of the...
TABLE I

ESTIMATED PARAMETERS (exam. A)

(1) Parameter $\theta_i$

<table>
<thead>
<tr>
<th>State</th>
<th>$\theta_{i,1}$</th>
<th>$\theta_{i,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>State 1</td>
<td>0.374</td>
<td>0.760</td>
</tr>
<tr>
<td>State 2</td>
<td>-29.338</td>
<td>-14.439</td>
</tr>
<tr>
<td>State 3</td>
<td>-58.718</td>
<td>-29.338</td>
</tr>
</tbody>
</table>

(2) Parameter $a_{i,j}$

<table>
<thead>
<tr>
<th>$i$</th>
<th>$j$</th>
<th>$a_{i,j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.944</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.942</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.942</td>
</tr>
</tbody>
</table>

Table II

ESTIMATED PARAMETERS (exam. B)

(1) Parameter $\theta_i$

<table>
<thead>
<tr>
<th>State</th>
<th>$\theta_{i,1}$</th>
<th>$\theta_{i,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>State 1</td>
<td>0.378</td>
<td>0.937</td>
</tr>
<tr>
<td>State 2</td>
<td>-18.628</td>
<td>-14.439</td>
</tr>
<tr>
<td>State 3</td>
<td>-40.064</td>
<td>-4.334</td>
</tr>
</tbody>
</table>

(2) Parameter $a_{i,j}$

<table>
<thead>
<tr>
<th>$i$</th>
<th>$j$</th>
<th>$a_{i,j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.975</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.929</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.929</td>
</tr>
</tbody>
</table>

Table III

ESTIMATED PARAMETERS (exam. C)

(1) Parameter $\theta_i$

<table>
<thead>
<tr>
<th>State</th>
<th>$\theta_{i,1}$</th>
<th>$\theta_{i,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>State 1</td>
<td>0.357</td>
<td>0.730</td>
</tr>
<tr>
<td>State 2</td>
<td>0.357</td>
<td>0.304</td>
</tr>
<tr>
<td>State 3</td>
<td>-4.334</td>
<td>-3.189</td>
</tr>
</tbody>
</table>

(2) Parameter $a_{i,j}$

<table>
<thead>
<tr>
<th>$i$</th>
<th>$j$</th>
<th>$a_{i,j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.957</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.948</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.942</td>
</tr>
</tbody>
</table>

Table IV

ESTIMATED PARAMETERS $\theta_{i,1}$ AND $\theta_{i,2}$ (10 TRIALS EXAM. A)

<table>
<thead>
<tr>
<th>Trial</th>
<th>$\theta_{i,1}$</th>
<th>$\theta_{i,2}$</th>
<th>$\theta_{i,1}$</th>
<th>$\theta_{i,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.351</td>
<td>0.703</td>
<td>6</td>
<td>0.222</td>
</tr>
<tr>
<td>2</td>
<td>0.276</td>
<td>0.525</td>
<td>7</td>
<td>0.327</td>
</tr>
<tr>
<td>3</td>
<td>0.357</td>
<td>0.730</td>
<td>8</td>
<td>0.304</td>
</tr>
<tr>
<td>4</td>
<td>0.310</td>
<td>0.618</td>
<td>9</td>
<td>0.342</td>
</tr>
<tr>
<td>5</td>
<td>0.323</td>
<td>0.678</td>
<td>10</td>
<td>0.312</td>
</tr>
</tbody>
</table>

proposed model, other types of skill model is considered and compared.

A. Switched feedback skill model

First of all, the stochastic switched skill model, wherein only the feedback schemes are embedded in the discrete states, is considered and compared. The feedback switched skill model consists only of the feedback scheme as follows:

$$y_t = F_1(r_t, \theta_i) + e_{i,t} \quad (i = 1, 2, 3) \quad (31)$$

$$y_t = \ddot{x}_t \quad (32)$$

$$F_1(r_t, \theta_i) = \theta_{i,1}r_{1,t} + \theta_{i,2}r_{2,t} + \theta_{i,3}r_{3,t} \quad (33)$$

$$F_2(r_t, \theta_i) = \theta_{2,1}r_{1,t} + \theta_{2,2}r_{2,t} + \theta_{2,3}r_{3,t} \quad (34)$$

$$F_3(r_t, \theta_i) = \theta_{3,1}r_{1,t} + \theta_{3,2}r_{2,t} + \theta_{3,3}r_{3,t} \quad (35)$$

For the same data shown in Fig. 5 (examinee A), the parameter estimation was executed. The estimated output calculated by the switched feedback model is depicted in Fig. 8. As shown in Fig. 8, we can see the big difference between the observed and estimated outputs, particularly in the early part of the task. All three examinees show the similar tendency in this comparison. This is obviously due to the lack of an appropriate feedforward scheme in the early part of the task.

---

**TABLE I**

**ESTIMATED PARAMETERS (exam. A)**

<table>
<thead>
<tr>
<th>Parameter $\theta_i$</th>
<th>State 1</th>
<th>State 2</th>
<th>State 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_{i,1}$</td>
<td>0.351</td>
<td>-66.15</td>
<td>-4.029</td>
</tr>
<tr>
<td>$\theta_{i,2}$</td>
<td>0.703</td>
<td>-13.92</td>
<td>-8.056</td>
</tr>
</tbody>
</table>

**TABLE II**

**ESTIMATED PARAMETERS (exam. B)**

<table>
<thead>
<tr>
<th>Parameter $\theta_i$</th>
<th>State 1</th>
<th>State 2</th>
<th>State 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_{i,1}$</td>
<td>0.374</td>
<td>-29.338</td>
<td>-58.718</td>
</tr>
<tr>
<td>$\theta_{i,2}$</td>
<td>0.760</td>
<td>-14.439</td>
<td>-10.067</td>
</tr>
</tbody>
</table>

**TABLE III**

**ESTIMATED PARAMETERS (exam. C)**

<table>
<thead>
<tr>
<th>Parameter $\theta_i$</th>
<th>State 1</th>
<th>State 2</th>
<th>State 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_{i,1}$</td>
<td>0.357</td>
<td>-18.628</td>
<td>-40.064</td>
</tr>
<tr>
<td>$\theta_{i,2}$</td>
<td>0.937</td>
<td>-14.439</td>
<td>-4.334</td>
</tr>
</tbody>
</table>

**TABLE IV**

**ESTIMATED PARAMETERS $\theta_{i,1}$ AND $\theta_{i,2}$ (10 TRIALS EXAM. A)**

<table>
<thead>
<tr>
<th>Trial</th>
<th>$\theta_{i,1}$</th>
<th>$\theta_{i,2}$</th>
<th>$\theta_{i,1}$</th>
<th>$\theta_{i,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.351</td>
<td>0.703</td>
<td>6</td>
<td>0.222</td>
</tr>
<tr>
<td>2</td>
<td>0.276</td>
<td>0.525</td>
<td>7</td>
<td>0.327</td>
</tr>
<tr>
<td>3</td>
<td>0.357</td>
<td>0.730</td>
<td>8</td>
<td>0.304</td>
</tr>
<tr>
<td>4</td>
<td>0.310</td>
<td>0.618</td>
<td>9</td>
<td>0.342</td>
</tr>
<tr>
<td>5</td>
<td>0.323</td>
<td>0.678</td>
<td>10</td>
<td>0.312</td>
</tr>
</tbody>
</table>

---

**Fig. 5.** Estimated mode sequence and comparison between model output and observation (exam. A).

**Fig. 6.** Estimated mode sequence and comparison between model output and observation (exam. B).

**Fig. 7.** Estimated mode sequence and comparison between model output and observation (exam. C).
Fig. 8. Estimated mode sequence and comparison between model output and observation (switched feedback model: exam. A).

Fig. 9. Comparison between model output and observation (MHJM: exam. A).

**B. Minimum hand jerk motion**

Pure feedforward skill model, which consists only of the MHJM (no switching mechanism), is considered and compared. The output of MHJM can be calculated from (4) specifying the parameters $x_r=0.4$[m] and $t_f$. $t_f$ was set to be 0.75[sec] by try and error so as to generate the most appropriate profile. Again, the data of the examinee A was used. The calculated output is depicted in Fig. 9. In contrast with the feedback skill model, there is a big difference between the observed and calculated outputs particularly in the latter part of the task. This clearly indicates that some feedback schemes must be introduced in the latter part of the task. This kind of assisting scenario can be realized by using the proposed skill model.

2) **Skill recognition** Since it is straightforward to calculate the likelihood of the observed signal over the proposed skill model, the quantitative evaluation of the observed skill can be realized from viewpoint of the stochastic dynamics. The quantitative evaluation can be used for the analysis of the experience, skillfulness, and so on. Furthermore, the learning characteristics of the human operator can be analyzed by investigating the estimated model parameters.

**VII. CONCLUSION**

In this paper, a new stochastic switched skill model for the sliding task, wherein the feedforward and feedback schemes are embedded in the different discrete states (FF/FB switched skill model), has been proposed. In particular, in the discrete state corresponding to the feedforward scheme, a minimum jerk motion is embedded, while in the discrete states corresponding to the feedback scheme, the standard linear feedback control laws are embedded. Then, the parameter estimation algorithm for the proposed switched model was derived. Finally, the usefulness of the proposed modeling has been verified and discussed through some experiments.
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